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1
DRIVER VIEW ADAPTER FOR FORWARD
LOOKING CAMERA

BACKGROUND

The present application finds particular application in
vehicular camera systems, particularly involving video moni-
toring systems. However, it will be appreciated that the
described technique may also find application in other camera
systems, other vehicle monitoring systems, or other driver
monitoring systems.

One conventional camera system relates to a camera
mounted on the windshield of a vehicle and alternately cap-
tures the vehicle interior view with the vehicle exterior view.
The camera includes two different optical openings, one for-
ward facing and the other rear-facing. The driver’s eyes are
monitored to determine if the driver is awake between video
capture times. An automatically positionable mirror is con-
trolled to ensure that the driver remains in the view of the
camera at all times. The exterior image and interior image are
taken at two separate times and processed independently.
Such systems do not provide for simultaneous capture video
of both the area in front of the vehicle and the driver.

Another conventional camera system is directed to an auto-
matically positionable mirror. The camera is mounted in the
position of the rearview mirror to capture the front of the
vehicle and rear interior views. A controller coordinates the
movement of the mirror with the data capture device so that at
least two images are interlaced in a single video frame. The
video is used for lane tracking, driver eye tracking and occu-
pant detection. However such conventional systems do not
simultaneously capture the driver’s reflected image in the
forward area field of view in a manner that causes video of the
driver to be inset in the video of the forward area field of view,
let alone in an inactive portion of the field of view of the
camera.

The present innovation provides new and improved sys-
tems and methods that facilitate concurrently monitoring a
driver of a vehicle and an area in front of the vehicle using a
single forward facing camera to generate synchronized video
of the driver in the area in front of the vehicle, which over-
come the above-referenced problems and others.

SUMMARY

In accordance with one aspect, a camera unit that facilitates
concurrently monitoring a driver of a vehicle and an area in
front of the vehicle comprises a forward-looking camera that
monitors the area in front of a vehicle on which the camera is
mounted, and a rearward-facing mirror assembly coupled to
the camera, wherein the mirror assembly is within a field of
view of the camera and reflects an image of the driver into the
camera. The camera is facing a first direction and the mirror is
facing a second direction. In one example, the second direc-
tion is approximately 180 degrees different from the first
direction.

In accordance with another aspect, a method of concur-
rently capturing video of a driver of a vehicle and an area in
front of the vehicle via a single forward-facing camera com-
prises monitoring an area in front of a vehicle on which the
camera is mounted. The method further comprises concur-
rently capturing video ofthe area in front of the vehicle and of
the driver of the vehicle via a rearward-facing mirror assem-
bly positioned within a field of view of the camera and which
reflects an image of the driver into the camera. The camera is
positioned in front of and facing away from a driver’s seat.
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According to another aspect, a vehicular video recording
system that facilitates concurrently monitoring a driver of a
vehicle and an area in front of the vehicle comprises a for-
ward-looking camera that monitors the area in front of a
vehicle on which the camera is mounted, and a rearward-
facing mirror assembly coupled to the camera, wherein the
mirror assembly is within a field of view of the camera and
reflects an image of the driver into the camera.

In accordance with another aspect, an apparatus for con-
currently capturing video of a driver of a vehicle and an area
in front of the vehicle via a single forward-facing camera
comprises monitoring means for monitoring an area in front
of a vehicle on which the monitoring means is mounted, and
reflecting means for reflecting an image of the driver into the
monitoring means and positioned within a field of view of the
monitoring means. The apparatus further comprises process-
ing means for detecting a trigger event that causes the camera
to begin recording video for a predetermined time period. The
monitoring means concurrently captures video of the area in
front of the vehicle and of the driver of the vehicle via the
reflecting means. Additionally, the monitoring means is for-
ward-facing and is positioned in front of a driver’s seat.

Still further advantages of the subject innovation will be
appreciated by those of ordinary skill in the art upon reading
and understanding the following detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

The innovation may take form in various components and
arrangements of components, and in various steps and
arrangements of steps. The drawings are only for purposes of
illustrating various aspects and are not to be construed as
limiting the invention.

FIG. 1 illustrates a vehicular video recording system that
facilitates concurrently monitoring a driver of a vehicle and
an area in front of the vehicle using a single forward facing
camera.

FIG. 2 illustrates a method of concurrently capturing video
of the driver of the vehicle and an area in front of the vehicle
by a single forward facing camera.

FIG. 3 illustrates a method for installing and/or calibrating
a forward-looking vehicle mounted camera to concurrently
capture video of the forward area in front of the vehicle and
driver of the vehicle positioned behind the forward looking
camera.

FIG. 4 is an illustration of the video frame such as is
captured by the herein described camera system and concur-
rently capturing video of the driver in the area in front of the
vehicle.

DETAILED DESCRIPTION

The foregoing problems are overcome by the herein-de-
scribed vehicle camera assembly, which includes a rear fac-
ing mirror. In one embodiment, the forward looking camera is
located in the cab of the vehicle, in the upper windshield
portion, and focused on the area in front of the vehicle. The
camera is used in conjunction with a safety system controller
to identify potential driving hazards in and around the road in
front of the vehicle. The addition of the rear facing mirror to
the field of view of the forward facing camera facilitates
capturing video of the driver at the same time the forward
video information is gathered, thereby ensuring simultaneous
video of the driver and forward area. According to various
aspects described herein, the mirror is mounted inside the
camera assembly or outside the camera but close to the optical
opening. The optics of the mirror can be manually, automati-
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cally, or semi-automatically adjustable to obtain a correct
focal length and field of view to capture the focused image of
the driver of the camera is focused on the forward area.

FIG. 1 illustrates a vehicular video recording system 10
that facilitates concurrently monitoring a driver of a vehicle
and an area in front of the vehicle using a single forward
facing camera. The system 10 includes a processor 12 that
executes, and a memory 14 that stores, computer-executable
instructions (e.g., modules, routines, programs, applications,
etc.) for performing the various methods, techniques proto-
cols, etc., described herein. The memory 14 may include
volatile, non-volatile memory, solid state memory, flash
memory, random-access memory (RAM), read-only memory
(ROM), programmable read-only memory (PROM), erasable
programmable read-only memory (EPROM), electronic eras-
able programmable read-only memory (EEPROM), variants
of the foregoing memory types, combinations thereof, and/or
any other type(s) of memory suitable for providing the
described functionality and/or storing computer-executable
instructions for execution by the processor 12. Additionally,
“module,” as used herein denotes a set of computer-execut-
able instructions (e.g., a routine, sub-routine, program, appli-
cation, or the like) that is persistently stored on the computer-
readable medium or memory for execution by the processor.

A forward facing camera 16 is coupled to the processor and
memory and mounted to the vehicle (not shown). In one
embodiment the camera is mounted to a windshield 17 of the
vehicle. The camera has a forward facing field of view 18 that
is directed out through the windshield in order to monitor an
area in front of the vehicle in which the camera is mounted. In
one embodiment, the camera detects a trigger event such as a
rapidly approaching forward vehicle, an unpredicted lane
change (e.g. the vehicle veers onto the shoulder of the road
upon which it is traveling), etc. In another embodiment, the
processor receives an indication of a trigger event, e.g., from
a safety system controller (SSC) 19 (e.g., which coordinates
one or more vehicle safety systems such as a collision miti-
gation system, an adaptive cruise control system, an elec-
tronic stability program system, an antilock brake system,
etc.) such as a rapidly approaching forward vehicle, and
unpredicted lane change, a rapid deceleration of the host
vehicle, or the like. Upon detection of a trigger event, the
camera 16 begins recording video of the area in front of the
vehicle for a predetermined time (e.g., 30 seconds, 60 sec-
onds, 5 min., 30 min., or some other predetermined time
period). In one embodiment, video is recorded periodically or
continuously so that there is recent video (e.g. the previous 5
min., previous 10 min., etc.) available upon detection of a
trigger event. Upon detection of the trigger event, the recent
video is permanently stored to memory 14 in addition to video
of'the trigger event and post-trigger event video data. Accord-
ing to another embodiment, the camera system is activated
periodically (e.g., every 30 seconds, once a minute, once
every 5 min., etc.) for a predetermined time period in order to
monitor the driver and the area in front of the vehicle. Cap-
tured video preceding an alert condition or event (e.g. a col-
lision, near collision, or the like) can subsequently be ana-
lyzed to determine driver state prior to and during a particular
condition or event. In another embodiment, the camera
records video until it is manually deactivated (e.g. in the case
of collision mitigation, where an impact is detected, etc.).
Recorded video is stored in the memory 14, for subsequent
analysis.

According to one example, a video controller (e.g. the
processor 12) and the safety system controller 19 are separate
units. In another example video control and safety system
control are performed by a single controller.
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Coupled to the camera is a mirror assembly 20 that is
positioned within the field of view 18 of the camera and faces
the driver, such that the field of view 22 of the mirror assembly
reflects an image of the driver back into the camera. In one
example, the mirror assembly is positioned with a view
approximately 180 degrees different from the forward facing
camera view. In one embodiment, the mirror assembly 20 is
positioned within an “inactive” portion of the field of view 18.
The inactive portion of the field of view includes one or more
regions that do not include forward elements (e.g. vehicles or
the like) that are of interest during video processing. The
inactive portion of the field of view can be identified by the
camera after installation or can be preset by the manufacturer
or installer of the camera system. For example, a portion of
the field of view 18 occupied by a hood (not shown) of the
vehicle is considered “inactive” because this portion of the
field of view is not monitoring of the forward area in front of
the vehicle. Other inactive portions of the field of view may
include the sky or the sides of the road where the view is trees
or field, or any area where no vehicle activity is detected. In
this regard, an “active” region of the field of view comprises
all regions thereof that are not inactive, such as a traffic zone
in front of the vehicle. In one embodiment, the inactive por-
tion is located at the top or bottom of the field of view and
occupies, e.g., 25% thereof or less. Positioning the mirror
assembly in the inactive portion of the field of view facilitates
reflecting an image of the driver, who is positioned behind the
forward facing camera, without impeding forward monitor-
ing by the camera.

In one embodiment, the system includes an illumination
source 24 that is activated when the camera begins to record
and stays on for the predetermined time period to illuminate
the driver’s face during recording. In another embodiment,
the illumination source is on whenever the vehicle is running
orwhenever the key is in the ignition. The illumination source
may be an infrared light source, a near infrared light source, or
some other suitable light source that illuminates the driver’s
face without distracting the driver otherwise impeding his
view through the windshield. In another embodiment, the
illumination source is a light emitting diode.

During installation of the system 10, the camera can be
activated to record video of the forward area in front of the
vehicle ofthe vehicle is in motion (e.g., driven in a parking lot
or the like). Video footage captured by the camera can be
analyzed by the installer to identify an inactive portion of the
field of view of the camera (e.g. the hood of the vehicle). In
another embodiment, the processor 12 analyzes the captured
video and identifies the inactive portion of the field of view
18, e.g. by recognizing and pixels in the inactive portion do
not change between frames of captured video (e.g., because
the hood is stationary) as opposed to the usable portion of the
field of view wherein pixel values change between frames.
Once the inactive portion of the field of use identified, the
installer mounts or deploys the mirror assembly to the camera
(or to the windshield or other part of the vehicle) in a position
within the inactive portion of the field of view and causes the
driver’s image to be reflected in the camera. The installer can
then verify accurate positioning of the mirror assembly by
driving the vehicle while capturing video, and reviewing the
video captured with the mirror assembly attached. The
installer can adjust the mirror assembly appropriately to
ensure that it is positioned within the inactive portion of the
field of view 18 and that the mirror assembly field of view 22
includes an unimpeded view of the driver’s face.

FIG. 2 illustrates a method of concurrently capturing video
of the driver of the vehicle and an area in front of the vehicle
by asingle forward facing camera. At 50, an area is monitored



US 9,128,354 B2

5

in front of vehicle on which the camera is mounted. At 52,
trigger event is detected that causes the camera to begin
recording video for a predetermined time period (e.g., 30
seconds, 1 min., 5 min., or some other predetermined time
period). According to one embodiment, the camera continu-
ously records data and stores it in a buffer for a predetermined
time, after which it is deleted if no trigger event is detected
within the predetermined time. If a trigger event is detected,
then the predetermined time (e.g., 1 minute, 3 minutes, 5
minutes, etc.) of data is stored to memory for subsequent
review. At 54, video is concurrently captured of the area in
front of the vehicle and the driver of the vehicle via a rearward
facing mirror assembly positioned within the field of view of
the camera. That is, by positioning the rearward facing mirror
assembly in the field of view of the forward facing camera,
video ofthe driver of the vehicle can be captured even though
the driver is positioned behind the forward facing camera. In
this manner, the driver’s reaction to the trigger event can be
captured along with video of the area in front of the vehicle.
At 56, captured video of the driver and the area in front of the
vehicle is stored to memory for subsequent analysis.

From the camera’s perspective, the mirror assembly is
positioned such that the reflected driver’s image is overlaid on
the captured video in an “inactive” portion of the field of view
of the forward facing camera. For example, the forward fac-
ing camera captures video thatincludes the area in front of the
vehicle including the hood of the vehicle. Because the hood of
the vehicle impedes the camera’s view of the area in front of
the vehicle, the portion of the camera’s field of view that
includes the hood is considered to be “inactive.” Accordingly,
the mirror assembly is coupled to the camera (or other struc-
ture in the vehicle) so that it reflects the driver’s image into the
camera while still being positioned in the inactive portion of
the camera’s field of view. The resulting captured video
includes the reflected driver’s image overlaid on the inactive
portion of the field of view of the camera.

According to another feature, a rearward facing illumina-
tion source is activated concurrently with the camera, to illu-
minate the driver’s face in the lighting conditions. The illu-
mination source may be an infrared light source, a near
infrared light source, or some other suitable light source that
illuminates the driver’s face without distracting the driver
otherwise impeding his view through the windshield. In
another embodiment, the illumination source is a light emit-
ting diode.

FIG. 3 illustrates a method for installing and/or calibrating
a forward-looking vehicle mounted camera to concurrently
capture video of the forward area in front of the vehicle and
driver of the vehicle positioned behind the forward looking
camera. At 60 video is captured by the forward-looking
vehicle mounted camera. At 62, an inactive portion of the field
of view of the camera is identified. In one example, the
forward facing camera captures video that includes the area in
front of the vehicle including the hood of the vehicle, which
impedes the camera’s view of the area in front of the vehicle.
Accordingly, the portion of the camera’s field of view that
includes the hood or other obstruction or stationary structure
is considered to be “inactive” for monitoring events that occur
in front of the vehicle. A processor or the like analyzes the
captured video and identifies the inactive portion of the field
of'view by identifying pixels the do not change or change little
between frames relative to pixels in the usable portion of the
field of view, whose values change more dramatically from
frame to frame. In another example the inactive portion of the
field of view is manually identified by the installer of the
camera system.
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At 64, mirror assembly is mounted or deployed on the
camera or other structure in the vehicle in such a position as
to reflect the driver image into the camera so that the driver’s
image appears in the captured video in the inactive portion of
the field of view of the camera. That is, the mirror assembly is
mounted in a position that does not obstruct the usable portion
of the field of view of the camera. At 66, mirror assembly is
adjusted as needed to reflect the driver’s image accurately. If
desired, additional video can be captured by the camera to
verify that the mirror assembly is positioned so that it does not
obstruct the usable portion of the field of view of the camera
while accurately reflecting the driver’s image into the camera.

FIG. 4 is an illustration of a video frame 80 such as is
captured by the herein described camera system when con-
currently capturing video of the driver and the area in front of
the vehicle. The video frame represents a captured field of
view 18, which may be as large as the windshield 17 or may
be smaller than the driver’s view through the windshield.
Within the camera field of view 18 is an inactive portion 82 of
the field of view, which, in FIG. 4, is occupied by the hood of
the vehicle in which the camera system is employed. Overlaid
on the inactive portion 82 of the field of view 18 is reflected
video 84 of the driver 86 of the vehicle. By positioning the
mirror assembly of the preceding figures such that it reflects
an image of the driver without impeding the usable portion 88
of'the camera field of view 18, synchronized video of the area
in front of the vehicle and of the driver of the vehicle is
captured without requiring computationally expensive post-
processing. In this manner, the described systems and meth-
ods provide an efficient and computationally cost-effective
solution for monitoring the area in front of the vehicle detec-
tion of a trigger event as well as the driver’s reaction to the
trigger event and/or periodically during the time period pre-
ceding the trigger event.

The innovation has been described with reference to sev-
eral embodiments. Modifications and alterations may occur
to others upon reading and understanding the preceding
detailed description. It is intended that the innovation be
construed as including all such modifications and alterations
insofar as they come within the scope of the appended claims
or the equivalents thereof.

Having thus described the preferred embodiments, the
invention is now claimed to be:

1. A camera unit that facilitates concurrently monitoring a
driver of a vehicle and an area in front of the vehicle, com-
prising:

a forward-looking camera that monitors the area in front of

a vehicle on which the camera is mounted;

a rearward-facing mirror assembly coupled to the camera,
wherein the mirror assembly is within a field of view of
the camera and reflects an image of the driver into the
camera;

wherein the camera is facing a first direction and the mirror
is facing a second direction;

wherein the mirror assembly is positioned within an inac-
tive portion of the field of view of the camera such that
the mirror assembly does not impede video processing
of forward elements in front of the vehicle.

2. The camera unit according to claim 1, wherein the inac-
tive portion of the field of view occupies less than approxi-
mately a lower 25% of the field of view.

3.The camera unit according to claim 1, further comprising
a rearward facing illumination source that illuminates the
driver and is coupled to the camera unit.

4. The camera unit according to claim 3, wherein the illu-
mination source is an infrared light emitting diode.
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5. The cameraunit according to claim 1, further comprising
a processor configured to:

analyze video frames captured by the camera;

identify an inactive portion of the field of view of the

camera by identifying an image region that does not
change across a predefined number of video frames.

6. The camera unit according to claim 1, wherein the mirror
assembly is adjustable for positioning within inactive portion
of the field of view of the camera.

7. The cameraunit according to claim 1, further comprising
a processor configured to:

detect a trigger event; and

upon detecting the trigger event, at least one of:

cause the camera to concurrently record the area in front of

the vehicle and the reflected image of the driver; and
store to memory buffered data recorded for a predeter-
mined time period before the trigger event.

8. The camera unit according to claim 7, wherein the trig-
ger event is a detected deceleration of the vehicle, wherein the
detected deceleration is greater than a predetermined decel-
eration threshold.

9. A method of concurrently capturing video of a driver of
a vehicle and an area in front of the vehicle via a single
forward-facing camera, comprising:

monitoring an area in front of a vehicle on which the

camera is mounted;

concurrently capturing video of the area in front of the

vehicle and of the driver of the vehicle via a rearward-
facing mirror assembly positioned within a field of view
of the camera and which reflects an image of the driver
into the camera;

wherein the camera is positioned in front of and facing

away from a driver’s seat;

wherein the mirror assembly is positioned within an inac-

tive portion of the field of view of the camera such that
the mirror assembly does not impede a forward camera
view in front of the vehicle.

10. The method according to claim 9, wherein the inactive
portion of the field of view occupies approximately a top or
bottom 25 % of the field of view.

11. The method according to claim 9, further comprising
activating a rearward facing illumination source that illumi-
nates the driver during a predetermined time period.

12. The method according to claim 9, further comprising:

during a setup phase, analyzing video frames captured by

the camera;

identifying an inactive portion of the field of view of the

camera by identifying an image region that does not

change across a predefined number of video frames;
wherein the mirror assembly is adjustable for positioning

within inactive portion of the field of view of the camera.

13. The method according to claim 9, further comprising:

recording video via the camera prior to a trigger event;

detecting a trigger event;

upon detecting the trigger event, at least one of:

causing the camera to concurrently record the area in front

of the vehicle and the reflected image of the driver; and

20

25

45

55

8

storing to memory buffered data recorded for a predeter-

mined time period before the trigger event.

14. The method according to claim 9, wherein the trigger
event is a detected deceleration of the vehicle, wherein the
detected deceleration is greater than a predetermined decel-
eration threshold.

15. The method according to claim 9, further comprising:

detecting a trigger event that causes the camera to begin

recording video for a predetermined time period.
16. A vehicular video recording system that facilitates con-
currently monitoring a driver of a vehicle and an area in front
of'the vehicle, comprising:
a forward-looking camera that monitors the area in front of
a vehicle on which the camera is mounted; and

a rearward-facing mirror assembly coupled to the camera,
wherein the mirror assembly is within a field of view of
the camera and reflects an image of the driver into the
camera;

wherein the mirror assembly is manually adjustable for

positioning within inactive portion of the field of view of
the camera.

17. The system according to claim 16, further comprising a
processor configured to:

detect a trigger event; and

upon detecting the trigger event, at least one of:

cause the camera to concurrently record the area in front of

the vehicle and the reflected image of the driver; and
store to memory buffered data recorded for a predeter-
mined time period before the trigger event.
18. The system according to claim 16, further comprising a
rearward facing illumination source that illuminates the
driver and is coupled to the camera unit.
19. The system according to claim 16, wherein the trigger
event is a detected deceleration of the vehicle, wherein the
detected deceleration is greater than a predetermined decel-
eration threshold.
20. An apparatus for concurrently capturing video of a
driver of a vehicle and an area in front of the vehicle via a
single forward-facing camera, comprising:
monitoring means for monitoring an area in front of a
vehicle on which the monitoring means is mounted;

reflecting means for reflecting an image of the driver into
the monitoring means and positioned within a field of
view of the monitoring means;

processing means for detecting a trigger event that causes

the monitoring means to at least one of:

begin recording video for a predetermined time period; and

store to memory buffered data recorded for a predeter-

mined time period before the trigger event;

wherein the monitoring means concurrently captures video

of the area in front of the vehicle and of the driver of the
vehicle via the reflecting means;

wherein the monitoring means is forward-facing and is

positioned in front of a driver’s seat; and

wherein the reflecting means is positioned within inactive

portion of the field of view of the monitoring means.
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